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ABSTRACT 

The standard obverse end analysis in speech recognition is a spectral analysis which parameterizes the 

speech signal into feature vectors; the general set of them is the Mel Frequency Cepstral Coefficients 

(MFCC). They are grounded on a standard power spectrum estimate which is first imperilled to a log-

based transform of the frequency axis (mel- frequency scale), and then decorrelated by using a modified 

discrete cosine transform. Succeeding an absorbed introduction on speech production, perception and 

analysis, this work stretches a study of the application of a speech generative model; whereby the speech 

is synthesized and recovered back from its MFCC representations. The work has been developed into two 

steps: first, the computation of the MFCC vectors from the source speech files by using HTK Software; 

and second, the implementation of the generative model in itself, which, actually, represents the 

conversion chain from HTK-generated MFCC vectors to speech reconstruction. 
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INTRODUCTION 

The standard obverse end analysis in speech recognition is a spectral analysis which parameterizes the 

speech signal into feature vectors. The general set of feature vectors used in recognition systems is the 

Mel Frequency Cepstral Coefficients (MFCC)
1
. These are grounded on a standard power spectrum 

approximation which is initial subjected to a log-grounded alter of the frequency axis; it results in a 

spectral picture on a perceptually frequency scale, based on the response of the human perception system
2-

5
. After, these are connected by using a modified discrete cosine transform, which allows an energy 

compaction in its lower coefficients
6-8

. 

 

An exciting issue is how much pertinent information connected to speech recognition is misplaced in this 

analysis
9,10

. Thus, this Paper is worried with synthesizing speech from different parametric representations 

(MFCCs and Linear Prediction coefficients), and to demeanour an investigation on the perspicuity of the 

synthesized speech as compared to natural speech
11-15

. 

 

According to this purpose, the five principal objects of the Paper 

1. Study speech analysis processing and theories based on speech production and speech perception. 

2. Study on the implementation of MFCC computation in the Hidden Markov Toolkit (HTK), a typical 

study and development tool for HMM-based speech recognition. 

3. Develop a speech generative model based on the implementation of the conversion chain from HTK-

generated MFCC representations to speech reconstruction. 

4. Employ objective measures for an intermediate evaluation of the generative model. 

5. Present a subjective interpretation of the intelligibility of the synthesized speech. 

 

LPC ANALYSIS OF THE WAVEFORM SPEECH SIGNAL 
The algorithm for LPC analysis was implemented in a Matlab function called wave form analysis.. This 

function follows the process shown in Figure 13, implementing the filtered of the speech signal through 

the pre-emphasis filter, the frame blocking and Hamming windowing and the LPC feature extraction. 
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The algorithm waveform_analysis.m was executed for a LPC analysis of 12
th
 order. The LPC parameters 

(filter gain, g; and LPC filter coefficients, {ai}) were computed by using the Matlab function proclpc.m, 

which belongs to Matlab Auditory Toolbox. 

 

In order to show the performance of the different steps involved in LPC extraction process, the following 

figures were executed for sa1.wav file. In Figure 14, the original speech waveform and how is affected 

after the pre-emphasis filter is illustrated. Figure 15 presents the effect of using a Hamming window, and 

Figure 15 shows the Linear Predictor spectrum of one frame as compared with its magnitude spectrum. 

 

 
 

Figure.1 Original speech wavefront and original wavefront after the pre-emphasis filter with coefficient  

equal to 0.97. 

 

 
 

Figure.2 Effect of multiplying one speech frame by Hamming windoe. 
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Figure 3: Comparison of the power spectrum computed from LPC coefficients with the original 

magnitude spectrum (frame 115 of sa1.wav) 

 

As one can see in Figure 2, the use of a Hamming window makes that magnitude of the speech frame 

tapers from the centre of the window to the edges. This fact reduces the discontinuities of the signal at the 

edges of each frame. 

 

Figure 3 shows the Linear Prediction (LP) power spectrum compared with the magnitude spectrum of a 

speech frame. One can see that the power spectrum computed from LPC coefficients is actually 

representing the spectral envelope of the magnitude spectrum of this frame. This spectral envelope marks 

the peaks of the formants of the speech frame. 

 

More examples that illustrate this fact can be added. Figure 4 corresponds to the frames 84 and 176 of the 

same waveform file (sa1.wav). 
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Figure 4: Comparison of the power spectrum computed from LPC coefficients with the original 

magnitude spectrum (frames 84 and 176 of sa1.wav) 

 

ANALYSIS OF TWO APPROACHES FOR THE GENERATIVE MODEL 

It deals the computation of the LPC coefficients from the MFCC vectors. It was seen that the LPC 

coefficients come from the solution of the Yule Walker equations. They can be solved by the 

autocorrelation method, for which the autocorrelation coefficients must be calculated. In this point, two 

approaches were proposed to estimate the autocorrelation coefficients based on the IFT of the mel power 

spectrum. These approaches were implemented in the algorithms mfcc2spectrum.m and 

mfcc2spectrum2.m 

 

In this section, the results of both algorithms will be exposed and discussed. So, the power spectrum 

computed from the LPC parameters as compared with the mel power spectrum will be plotted by 

executing both algorithms. 

 

Figure 5 is obtained by executing the mfcc2spectrum.m function. This algorithm makes a linear 

interpolation of the mel power spectrum to get samples uniformly spaced in a linear frequency scale in 

order to use the inverse Fourier Transform. 
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Figure 5: LP power spectrum computed from MFCCs by generative model 1: mfcc2spectrum.m (frame 

from sa1.wav) 

 

One can see that the LP power spectrum computed from MFCC coefficients is approximated to the mel 

power spectrum. Both of them represent the spectral envelope of the magnitude spectrum of the speech 

frame. 

 

Following Figure 6 is obtained by executing the mfcc2spectrum2.m function. This algorithm applies the 

inverse Fourier Transform directly to the mel power spectrum at frequencies on a mel scale considering 

their bandwidth. 

 
Figure 6: LP power spectrum computed from MFCCs by generative model 2: mfcc2spectrum2.m 

(frame 115 from sa1.wav) 
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The results are equal to the ones obtained with the first algorithm, since both of them can be considered as 

a linear interpolation in which, finally, the mel power spectrum samples have to correspond to a 

determined frequency separation. 

 

The algorithm of mfcc2spectrum2.m is faster than the mfcc2spectrum.m. That is because of, the first one 

computes the autocorrelation coefficients of one frame in one matrix multiplication; whereas, the second 

one has to make one linear interpolation for each equally-spaced frequency sample. That is why; the 

results of the generative model will be performed by using the mfcc2spectrum2.m algorithm. 

 

SPECTRAL DISTANCE MEASURE 

As was introduced before, the goal of the generative model is to implement a system or method to be able 

to synthesize speech from its MFCC parametric representation. The goodness of the synthesized speech 

can be measured by computing the spectral distance between the original signal and the one produced 

from the MFCC coefficients. For that, the two spectral models used were the one obtained from the LPC 

coefficients computed from the original signal and the one obtained from the LPC coefficients computed 

from the MFCCs. 

 

The spectral distance measure and its L2 spectral norm (rms log spectraldistance) were explained in 

Section 2.3. An algorithm to measure the spectral distance between two spectral models was implemented 

in a Matlab function called spectral_distance.m. Several examples will be given to show a graphical 

comparison between the two spectral models. 

 
Figure 7: Comparison of spectral models from the original speech waveform and from the MFCC 

vectors (fame 115 from sa1.wav) 

 

It was said before that the LP power spectrum computed from speech waveform as well as from 

MFCCs coefficients, represented the spectral envelope of the magnitude spectrum of the speech frame. 

However, in Figure 20, one can see that the harmonics or formants peaks are marked in the LP power 

spectrum from speech waveform whereas, they are more flattened when is computed from the MFCCs 

coefficients. This gives a spectral distortion between them of 0.87dB. 

Another example can be shown by using the si648.m file. Figure 8 illustrates the comparison of the LP 

spectrums whose spectral distortion computed is of 0.35 dB. 



International Journal of Engineering Research & Management Technology                   ISSN: 2348-4039 

Email:editor@ijermt.org                                    July- 2018 Volume 5, Issue 4                                                   www.ijermt.org 
 

Copyright@ijermt.org                                                                                                                                                               Page 57 
 

 
Figure 8: Comparison of spectral models from the original speech waveform and from the MFCC vectors 

(fame 133 from si648.wav) 

 

The generative model can be evaluated more in detail by computing the spectral distance for every frames 

of each speech waveform file. Hence, it is possible to give an overview of the minimum and maximum 

spectral distances that were computed by the model. Also, the mean spectral distortion of every speech file 

is calculated. Table 1 shows the results of these measures. 

 

Table 1: Study of spectral distortion computed between LP power spectrum from original waveform 

speech signal and the one computed from MFCCs 

 Source waveform Minimum spectral Maximum spectral Mean spectral 

 files distortion (dB) distortion (dB) distortion (dB) 

     

 sa1.wav 0.11 2.09 0.76 

     

 sa2.wav 0.14 2.11 0.67 

     

 si648.wav 0.09 1.67 0.57 
     

 si1027.wav 0.11 2.12 0.62 

     

 si1657.wav 0.09 1.71 0.67 
     

 sx37.wav 0.10 2.18 0.58 

     

 sx127.wav 0.14 2.56 0.68 

     

 sx217.wav 0.11 1.83 0.77 

     

 sx307.wav 0.16 2.01 0.61 

     

 sx397.wav 0.10 1.93 0.72 
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From the above table, one can extract that he minimum spectral distortion computed is 0.09 dB and the 

maximum is 2.56 dB. So, the results of the generative model depend of the utterances which have to be 

synthesized. If one computes the mean of the mean spectral distortion of every speech file can give a 

mean estimate of the generative model. Doing that, it is possible to say that the generative model has a 

spectral distortion mean of 0.66 dB. This mean depends strongly on the speech data that were used for the 

experimental results. 

 

CONCLUSION 

The work developed in this Paper consisted of the implementation of a speech generative model; whereby 

the speech is synthesized and recovered from its MFCC representation. Synthesizing speech from 

parametric representations allows performing an investigation on the intelligibility of the synthesized 

speech as compared to natural speech. 

 

The first part of the implementation work consisted of extracting the MFCCs feature vectors from a set of 

speech waveform files. In the HTK Software, the feature parameterization of speech was performed 

according to the parameter settings in the configuration file. After, the generative model implemented the 

conversion chain from HTK-generated MFCC vectors to speech reconstruction. 

 

During the MFCC extraction process, much relevant information was lost due to reduction of the spectral 

resolution in the filterbank analysis and the next truncation into the MFCC components. However, that 

allowed recovering a smoothed spectral representation in which phonetically irrelevant detail had been 

removed. For that, the log mel power spectrum could be computed from its MFCCs by an inverse DCT. 
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